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Abstract 
 
The study shows that the Pearson’s coefficient of correlation is equivalent to the cosine of the 
angle between random variables. It was found that the information about the intensity of the 
relationship between variables is included in the value of the angle between random vectors. 
The paper proposes intuitive criteria for measuring the intensity of the relationship between 
random variables. 
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1 Preliminaries 
 
Data mining operates on different types of data, that require the use of appropriate methods 
of analysis. In this article some of the statistics used in the analysis of continuous data will be 
interpreted. 

Since the article is an attempt to present a geometrical interpretation of some statistics, the 
basic geometrical definitions, such as the Euclidean norm and scalar product, in order to be 
able to find the angle between the vectors, will be presented at the beginning. Additionally, 
basic statistics such as mean, variance, standard deviation, as well as measures of dependence 
of two random variables, such as covariance and correlation will also be presented. At the end, 
the basic operations on random variables such as the reduction of the constant component 
and standardization will be offered. 
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1.1  The angle between vectors 
 
The space with Euclidean norm and scalar product is considered. In n-dimensional space vec-
tor ܽ = ሺܽଵ, ܽଶ, … ܽሻ is considered. The Euclidean norm ‖ܽ‖ of this vector is given by the 
formula [1]: 

    ‖ܽ‖ = ඩܽଶ
ୀଵ . (1) 

In three-dimensional space or on a plane, Euclidean norm of vector is its length. The scalar 
product (dot product) of vector ܽ = ሾܽଵ, ܽଶ, … , ܽሿ and vector ܾ = ሾܾଵ, ܾଶ, … , ܾሿ is equal 
to [1]: 

 ܽ ∙ ܾ =ܾܽ
ୀଵ . (2) 

Simultaneously, the dot product of two vectors can be represented as follows: 
 ܽ ∙ ܾ = ‖ܽ‖ ⋅ ‖ܾ‖ ∙ ,ሺܽݏܿ ܾሻ. (3) 

In the expression (3) ܿݏሺܽ, ܾሻ is the cosine of the angle between two vectors: 

,ሺܽݏܿ  ܾሻ = ܽ ∙ ܾ‖ܽ‖ ∙ ‖ܾ‖. (4) 

Hence, the angle between vectors can be calculated using the arccosine function. 
 
1.2  Auxiliary Statistics 
 
Random variable X is considered. In particular, there is a random sample of size n. Element ܺ represents the i-th realization of the random variable. On the basis of the sample, the ex-
pected value of a random variable X can be estimated [2] [3]: 

ߤ  = ሺܺሻܧ = ܺ . (5) 

In the expression (5)  is the probability of the i-th event. The average value of X is the 
estimator of the expected value of the random variable X: 

ݔ̅  = 1݊ ܺ
ୀଵ . (6) 

The measure of the scatter of a random variable is its variance [2] [3]: 

ଶሺܺሻߪ  = ሾሺܺܧ − ሻଶሿߤ =ሺ ܺ − ሻଶߤ . (7) 

Square root of variance is called the standard deviation [3]: 
ߪ  = ඥߪଶሺܺሻ. (8) 
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Estimator of variance calculated using the n-element sample has a form [3]: 

ଶݏ  = 1݈ሺ ܺ − ሻଶ.ݔ̅
ୀଵ  (9) 

Depending on the type of the estimator value of l can take one of two values [3]: for maximum 
likelihood estimator l = n, for unbiased estimator l = n-1. 
 
1.3  Reduction and standardization of the random variable 
 
If the random sample was obtained from a symmetric distribution, its average value approxi-
mates its “typical” value. For example, if the nominal size of a particular element is equal to 
X0, then this value can be identified as the average of multiple measurements. To evaluate the 
dispersion of  the random variable, its average value should be subtracted from it: 

ݔ  = ܺ −  (10) .ݔ̅

It is a random variable reduced by a constant component. If the variable X is derived from  
a normal distribution with mean value ߤ and standard deviation ߪ, it can be standardized by 
making the following transformation [3]: 

ݔ  = ܺ − ߪߤ . (11) 

Variable ݔ has an average value ߤ = 0 and standard deviation ߪ = 1. 
 
2 Geometric interpretation of the Pearson’s correlation coefficient 
 
A measure of the relationship between two random variables is the covariance [3]: 

,ߪ  = ሾሺܺܧ − ሻሺܻߤ −  ሻሿ. (12)ߤ

Covariance normalized to unity is called the correlation coefficient [3]: 

,ߩ  = ߪߪ,ߪ = ሾሺܺܧ − ሻሺܻߤ − ሾሺܺܧሻሿඥߤ − ሾሺܻܧሻଶሿߤ −  ሻଶሿ. (13)ߤ

Expression (13) can be further converted to the form: 

,ߩ  = ∑ ሾሺ ܺ − ሻሺݔ̅ ܻ − ∑തሻሿୀଵඥݕ ሺ ܺ − ሻଶୀଵݔ̅ ඥ∑ ሺ ܻ − തሻଶୀଵݕ . (14) 

The correlation coefficient between two variables is equal to the covariance of variables sub-
ject to standardization. Using equation (10), formula (14) can be converted to the form: 

,ߩ  = ∑ ∑ୀଵටݕݔ ଶୀଵݔ ට∑ ଶୀଵݕ . (15) 

The resulting expression is the ratio of two elements. The numerator is the scalar product of 
two vectors, while the denominator is the product of its lengths: 
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,ߩ  = ∑ ∑ୀଵටݕݔ ଶୀଵݔ ට∑ ଶୀଵݕ = ݔ ∙ ‖ݔ‖ݕ ∙ ‖ݔ‖ = ,ݔሺݏܿ  ሻ. (16)ݕ

Expression (16) shows the formal identity between the correlation coefficient, and the cosine 
of the angle between two random vectors. 
 
3 Coefficient of determination 
 
Model ܻ  of dependent variable ܻ is created in the regression analysis. The Pearson’s correla-
tion coefficient is used to evaluate this model [4]: 

 ܴ = ∑ ൣሺ ܻ − തܻሻ൫ ܻ − തܻ൯൧ୀଵට∑ ሺ ܻ − തܻሻଶୀଵ ට∑ ൫ ܻ − തܻ൯ଶୀଵ . (17) 

Here, the coefficient belongs to the interval [0,1]. Equation (17) is analogous to formula (14), 
and thus represents the cosine of the angle between two vectors. One of them represents 
dispersion of the vector ܻ, and the second one represents the dispersion of model ܻ . 
Expression (17) can also be represented in the equivalent form [4]: 

 ܴ = ට∑ ൫ ܻ − തܻ൯ଶୀଵට∑ ሺ ܻ − തܻሻଶୀଵ . (18) 

This expression represents a ratio of the length of two vectors. Formally, the model ܻ  is pre-
sented as a result of orthogonal projection of the vector ܻ on a hyperplane [2] [4]. The cosine 
of the angle between the projected vector and its projection is equal to the ratio of the length of 
the second vector to the length of the first vector. This fact expresses the formula (18). 

In general, the square of the correlation coefficient (16) or (17) is called the coefficient of 
determination. If the first variable (ݔ or ܻ) is a model which explains the behavior of the 
second variable (respectively ݕ or ܻ), the ratio of the variance of this first variable to the 
variance of the second variable is called the coefficient of determination [2] [5]: 

 ܴଶ = ∑ ൫ ܻ − തܻ൯ଶୀଵ∑ ሺ ܻ − തܻሻଶୀଵ . (19) 

On the other hand, the root of determination coefficient is a ratio of the standard deviations 
of both variables. Coefficient of determination indicates, how the variance of the model ex-
plains the variance of modeled variable [5].  

Table 1 presents the cosines of different angles (different correlation coefficients) and the 
corresponding coefficients of determination expressed as a percentage. Two random vectors 
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are (almost) orthogonal, if the cosine of the angle between them (also determination coeffi-
cient) is (almost) equal to zero. This means that the random variables represented by these 
vectors are independent or random vectors are (near) orthogonal.  
 
Table 1. The cosine of the angle against determination coefficient 
 

Angle [de-
grees] 

Angle 
[rad] 

The cosine of the angle 
(correlation ࣋) 

Determination co-
efficient ൫࣋൯ 

Explained percentage of 
the variance 

0 0 1 1 100.00 

15 
6√ 12ߨ + √24  

2 + √34  93.30 

30 
32√ 6ߨ  0.75 75.00 

45 
22√ 4ߨ  0.5 50.00 

60 
 25.00 0.25 0.5 3ߨ

75 
6√ ߨ512 − √24  

2 − √34  6.70 

90 
 0.00 0 0 2ߨ

 
 
Similarly, if the cosine of the angle between the vectors is (almost) equal to one (determination 
coefficient close to unity), the vectors are (almost) parallel. Random variables represented by 
these vectors are highly correlated. One variable can explain most of the variance of the sec-
ond variable. 
 
4 The significance of the correlation 
 
The value of the correlation coefficient is a random variable and its significance is a function of 
the number of observations. If the resulting value of the correlation coefficient is | ρ | = 0.7 
for a large number of observations, it is more reliable than the same coefficient but obtained 
for a small number of observations [4]. To assess the reliability of the correlation coefficient, 
the corresponding hypothesis is tested. The idea is based on the rejection of null hypothesis 
H0, if the result is highly unlike, under the assumption that the hypothesis is true [6] [7]. The 
Student’s test is used to test the significance of the correlation coefficient. For this purpose 
the following function is examined: 

ݐ  = ఘ√ேିଶඥଵିఘమ . (20) 
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Function t is a random variable with the Student’s t-distribution with ܰ − 2 degrees of free-
dom. For zero ρ, the t-statistic is zero. However, for ߩ = ±1, the value of t tends to ±∞. 

The null hypothesis is established. It states that the correlation coefficient is equal to zero. 
If the hypothesis is false, then obtaining the correlation coefficient ߩ௫ (in absolute value) 
greater than the correlation coefficient ߩ is highly unlike. With ݐ and ܰ can be calculated the 
probability of obtaining a higher value |ߩ௫| than the observed value |ߩ|: 
 ܲሺ|ߩ௫| > ሻ|ߩ| = ܲሺ|ݐ௫| > ሻ|ݐ| =  (21) .

Value of  can be calculated by integrating the function of Student-t distribution [8]. Counted 
value of the parameter t is used as a limit of integration: 

  =  ݂ሺݔሻ݀ݔ௧ିஶ +  ݂ሺݔሻ݀ݔାஶ௧ = 1 − 2 ݂ሺݔሻ݀ݔ௧ . (22) 

If the resulting probability is lower than a certain level of significance, it is not possible to accept 
the hypothesis of no-correlation between the variables [4]. This hypothesis is rejected and it is 
assumed that there is a correlation. If the resulting value of probability is greater than α, the null 
hypothesis cannot be rejected. This means that nothing can be said about correlation.  
 
5 The intensity of correlation 
 
Statistics (20) that is used to assess the significance of the correlation depends on two factors. 
One of them is the value of the correlation coefficient. The second one is the number of 
degrees of freedom associated with the sample size. When the sample is large, it is easy to 
demonstrate statistical significance of a weak relationship. With a large or very large sample 
size, rejection of the false null hypothesis is almost always possible [9]. Rejection of the null 
hypothesis indicates that there is a significant correlation between two variables. If the null 
hypothesis is not rejected, it is unknown whether such relationship exists. On the other hand, 
information that the relationship is significant says very little. The relationship may be statis-
tically significant, and may not be significant in other ways. Statistical test of significance only 
states that the correlation is nonzero [9]. The test of significance does not contribute to the 
assessment of intensity of the relationship. Perhaps rather give deceptive information. Thus, 
occurs a problem, how to measure the intensity of the relationship. 
 The value of the correlation coefficient, treated as the cosine of the angle between random 
vectors, contains information about the level of dependence of the variables. The cosine close 
to zero means that the vectors are (almost) orthogonal, so the random variables are independ-
ent. If the cosine is close to one or minus one, the vectors are (almost) parallel and random 
variables are strongly correlated.  

Figure 1 shows the directions of several vectors. As a reference vector, horizontal axis in 
the positive direction is considered. Analysis of the figure shows that the most comprehensive 
and intuitive information about intensity of correlation there is in the size of the angle. If the 
vectors are orthogonal then variables represented by them are independent. In the range of 
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45 to 135 degrees, the vectors are closer to the orthogonality than collinearity. The angles of 
45 degrees and 135 degrees are the limit angles. For these angles, the vector is equally far from 
the orthogonality and parallelism. The coefficient of determination is equal to 50%. Exactly 
half of the variation in one variable can be explained by the second variable. 

 
 

 

  
 
 
Figure 1. The directions of vectors with respect to the reference vector lying along the horizontal axis 
 
For angles less than 45 degrees or greater than 135 degrees, vectors are closer to parallel than 
perpendicular – it can be assumed that the random variables are dependent. Vectors are close 
to parallel when they lie at an angle less than 30 degrees and greater than 150 degrees, with 
respect to the reference vector. If the angle is lesser than 15 degrees or greater than 165 de-
grees, variables are strongly correlated (Table 2). 
 
Table 2. The level of intensity of the correlation 
 

 Extra large Large Weak or no Large Extra large 

The correlation coefficient (cosine) ≥ 0.97 ≥ 0.87 ሾ−0.77,0.77ሿ ≤ −0.87 ≤ −0.97 
Determination coefficient [%] ≥ 93.3 ≥ 75.0 ሾ−50,50ሿ ≤ −75.0 ≤ −93.3 
Angle [degrees] ≤ 15 ≤ 30 ሾ45, 135ሿ ≥ 150 ≥ 165 
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6 Summary 
 
The paper presents the possibility of geometrical interpretation of the correlation. It is noted 
that the correlation coefficient is formally equivalent to the cosine of angle between random 
vectors. The variables are dependent when the vectors are almost parallel. The variables are 
independent, when the vectors are nearly orthogonal. Thus, independent random variables are 
orthogonal. 

The paper also discussed the significance tests of correlation. It was found that the signif-
icance test does not provide information about the intensity of correlation. Information about 
the intensity of the correlation is indirectly given by the value of the correlation coefficient. 
Immediately it can be found in the size of the angle between random vectors. The paper pro-
poses practical angles and the corresponding correlation coefficients that determine the inten-
sity of correlation. 
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Geometryczna interpretacja korelacji 
 
 
Streszczenie 
 
W pracy pokazano, że współczynnik korelacji Pearsona jest równoważny cosinusowi kąta mię-
dzy wektorami losowymi. Stwierdzono, że informacja o sile związku między zmiennymi za-
warta jest w wielkości kąta między wektorami losowymi. W pracy zaproponowano intuicyjne 
kryteria pomiaru siły związku pomiędzy zmiennymi losowymi. 
 
Słowa kluczowe: eksploracja danych, współczynnik korelacji, cosinus, kąt między wektorami, zależność 
stochastyczna 
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